Delivery time prediction

Loading necessary packages

#Load packages  
if(!require(tinytex)){install.packages("tinytex")}

## Loading required package: tinytex

library("tinytex")  
  
if(!require(pastecs)){install.packages("pastecs")}

## Loading required package: pastecs

library("pastecs")  
  
if(!require(lattice)){install.packages("lattice")}

## Loading required package: lattice

## Warning: package 'lattice' was built under R version 4.2.3

library("lattice")  
  
if(!require(vcd)){install.packages("vcd")}

## Loading required package: vcd

## Warning: package 'vcd' was built under R version 4.2.3

## Loading required package: grid

library("vcd")  
  
if(!require(HSAUR)){install.packages("HSAUR")}

## Loading required package: HSAUR

## Loading required package: tools

library("HSAUR")  
  
if(!require(rmarkdown)){install.packages("rmarkdown")}

## Loading required package: rmarkdown

## Warning: package 'rmarkdown' was built under R version 4.2.3

library("rmarkdown")  
  
if(!require(ggplot2)){install.packages("ggplot2")}

## Loading required package: ggplot2

library("ggplot2")  
  
if(!require(polycor)){install.packages("polycor")}

## Loading required package: polycor

## Warning: package 'polycor' was built under R version 4.2.3

library("polycor")  
  
  
if(!require(klaR)){install.packages("klaR")}

## Loading required package: klaR

## Warning: package 'klaR' was built under R version 4.2.3

## Loading required package: MASS

library("klaR")  
  
if(!require(MASS)){install.packages("MASS")}  
library("MASS")  
  
if(!require(partykit)){install.packages("partykit")}

## Loading required package: partykit

## Warning: package 'partykit' was built under R version 4.2.3

## Loading required package: libcoin

## Warning: package 'libcoin' was built under R version 4.2.3

## Loading required package: mvtnorm

library("partykit")  
  
if(!require(nnet)){install.packages("nnet")}

## Loading required package: nnet

library("nnet")  
  
if(!require(corrgram)){install.packages("corrgram")}

## Loading required package: corrgram

##   
## Attaching package: 'corrgram'

## The following object is masked from 'package:lattice':  
##   
## panel.fill

library("corrgram")

# Part A - Preliminary Data Preparation

##1.1 Appending initials to all column names

getwd() #verify working directory

## [1] "E:/Big Data Solution Architecture/PROG8430 - Data Analysis Mathematics, Algorithms and Modeling/Assignment 4"

#Read the text data file into a Data Frame  
MailOrder\_MS <- read.table("PROG8430\_Assign04\_23W.txt", sep=',', header = TRUE)  
#concatenating initial 'MS' to all column names  
colnames(MailOrder\_MS) <- paste(colnames(MailOrder\_MS), "MS", sep = "\_")  
#Display first 5 rows of the dataset just to verify loading and name transformation is successful  
head(MailOrder\_MS, 5)

## DL\_MS VN\_MS PG\_MS CS\_MS ML\_MS DM\_MS HZ\_MS CR\_MS WT\_MS  
## 1 8.1 324 5 13 313 C N Sup Del 216  
## 2 8.4 135 2 13 830 I N Sup Del 160  
## 3 8.6 391 3 12 304 C N Sup Del 25  
## 4 11.3 245 6 7 1258 C N Sup Del 67  
## 5 5.4 321 1 2 221 C N Def Post 14

#Transform String as Factor variable  
MailOrder\_MS <- as.data.frame(unclass(MailOrder\_MS), stringsAsFactors = TRUE)  
#Checking Data Structure  
str(MailOrder\_MS)

## 'data.frame': 487 obs. of 9 variables:  
## $ DL\_MS: num 8.1 8.4 8.6 11.3 5.4 9.4 8.2 9.4 9.3 9.7 ...  
## $ VN\_MS: int 324 135 391 245 321 397 390 252 355 159 ...  
## $ PG\_MS: int 5 2 3 6 1 2 6 2 4 1 ...  
## $ CS\_MS: int 13 13 12 7 2 8 13 8 2 12 ...  
## $ ML\_MS: int 313 830 304 1258 221 1002 655 1367 675 888 ...  
## $ DM\_MS: Factor w/ 2 levels "C","I": 1 2 1 1 1 2 1 2 1 1 ...  
## $ HZ\_MS: Factor w/ 2 levels "H","N": 2 2 2 2 2 2 2 2 2 2 ...  
## $ CR\_MS: Factor w/ 2 levels "Def Post","Sup Del": 2 2 2 2 1 2 2 2 2 2 ...  
## $ WT\_MS: num 216 160 25 67 14 47 7 6 30 177 ...

##1.2 Deleting the observation with PG\_MS < 0

MailOrder\_MS <- MailOrder\_MS[!MailOrder\_MS$PG\_MS < 0,]  
  
summary(MailOrder\_MS)

## DL\_MS VN\_MS PG\_MS CS\_MS   
## Min. : 1.800 Min. : 85.0 Min. :1.000 Min. : 0.000   
## 1st Qu.: 7.400 1st Qu.:263.0 1st Qu.:2.000 1st Qu.: 5.000   
## Median : 8.500 Median :322.0 Median :3.000 Median : 8.000   
## Mean : 8.464 Mean :318.7 Mean :2.961 Mean : 9.228   
## 3rd Qu.: 9.575 3rd Qu.:371.0 3rd Qu.:4.000 3rd Qu.:13.000   
## Max. :14.400 Max. :495.0 Max. :9.000 Max. :24.000   
## ML\_MS DM\_MS HZ\_MS CR\_MS WT\_MS   
## Min. : 35.0 C:343 H: 68 Def Post:201 Min. : 0.1   
## 1st Qu.: 444.2 I:143 N:418 Sup Del :285 1st Qu.: 33.0   
## Median : 697.5 Median : 86.5   
## Mean : 754.2 Mean :107.1   
## 3rd Qu.:1021.8 3rd Qu.:157.8   
## Max. :1967.0 Max. :500.0

##1.3 Creating a new variable in the dataset called OT\_MS which will have a value of 1 if DL\_MS ≤ 8.5 and 0 otherwise

MailOrder\_MS$OT\_MS <- as.factor(ifelse(MailOrder\_MS$DL\_MS <= 8.5, 1,0))  
  
#Delete the DL\_MS variable  
MailOrder\_MS <- MailOrder\_MS[,-c(1)]  
head(MailOrder\_MS)

## VN\_MS PG\_MS CS\_MS ML\_MS DM\_MS HZ\_MS CR\_MS WT\_MS OT\_MS  
## 1 324 5 13 313 C N Sup Del 216 1  
## 2 135 2 13 830 I N Sup Del 160 1  
## 3 391 3 12 304 C N Sup Del 25 0  
## 4 245 6 7 1258 C N Sup Del 67 0  
## 5 321 1 2 221 C N Def Post 14 1  
## 6 397 2 8 1002 I N Sup Del 47 0

## Split the data set into Training and Test set

#Choosing sampling rate for training data  
sr\_ms <- 0.8 #80% in training set  
  
# Finding the number of rows of data  
n.row <- nrow(MailOrder\_MS) #counting number of rows  
  
#Choose the rows for the training sample   
  
set.seed(6024) #setting a seed, same starting point. Last 4 digits of my student ID  
training.rows <- sample(1:n.row, sr\_ms\*n.row, replace=FALSE) #sampling   
#selecting from 1 to no of rows, how much - sampling-rate\*no or rows, placement equal false - don't want to replace  
  
#Assigning to the training sample  
train\_ms <- subset(MailOrder\_MS[training.rows,]) #creating training data set, only keeping training rows  
  
# Assign the balance to the Test Sample  
  
test\_ms <- subset(MailOrder\_MS[-c(training.rows),]) #keeping everything except training rows  
  
#Checking Train and Test datasets  
head(training.rows)

## [1] 195 305 179 116 157 316

head(train\_ms)

## VN\_MS PG\_MS CS\_MS ML\_MS DM\_MS HZ\_MS CR\_MS WT\_MS OT\_MS  
## 196 346 1 1 938 I N Def Post 118 1  
## 306 256 2 8 1009 I N Sup Del 2 0  
## 180 371 2 7 697 C N Sup Del 56 1  
## 116 461 3 4 1243 C N Sup Del 90 0  
## 157 368 3 10 633 I N Def Post 8 0  
## 317 345 5 12 196 C N Sup Del 81 0

head(test\_ms)

## VN\_MS PG\_MS CS\_MS ML\_MS DM\_MS HZ\_MS CR\_MS WT\_MS OT\_MS  
## 1 324 5 13 313 C N Sup Del 216 1  
## 2 135 2 13 830 I N Sup Del 160 1  
## 5 321 1 2 221 C N Def Post 14 1  
## 26 354 1 5 181 I N Sup Del 8 1  
## 29 357 5 10 684 C N Sup Del 130 0  
## 30 354 1 2 576 C H Sup Del 95 1

summary(MailOrder\_MS)

## VN\_MS PG\_MS CS\_MS ML\_MS DM\_MS   
## Min. : 85.0 Min. :1.000 Min. : 0.000 Min. : 35.0 C:343   
## 1st Qu.:263.0 1st Qu.:2.000 1st Qu.: 5.000 1st Qu.: 444.2 I:143   
## Median :322.0 Median :3.000 Median : 8.000 Median : 697.5   
## Mean :318.7 Mean :2.961 Mean : 9.228 Mean : 754.2   
## 3rd Qu.:371.0 3rd Qu.:4.000 3rd Qu.:13.000 3rd Qu.:1021.8   
## Max. :495.0 Max. :9.000 Max. :24.000 Max. :1967.0   
## HZ\_MS CR\_MS WT\_MS OT\_MS   
## H: 68 Def Post:201 Min. : 0.1 0:233   
## N:418 Sup Del :285 1st Qu.: 33.0 1:253   
## Median : 86.5   
## Mean :107.1   
## 3rd Qu.:157.8   
## Max. :500.0

summary(test\_ms)

## VN\_MS PG\_MS CS\_MS ML\_MS DM\_MS   
## Min. :135.0 Min. :1.000 Min. : 1.000 Min. : 97.0 C:69   
## 1st Qu.:271.2 1st Qu.:2.000 1st Qu.: 5.000 1st Qu.: 445.5 I:29   
## Median :318.0 Median :3.000 Median : 9.000 Median : 717.0   
## Mean :312.1 Mean :3.184 Mean : 9.633 Mean : 755.9   
## 3rd Qu.:364.0 3rd Qu.:4.750 3rd Qu.:14.000 3rd Qu.:1033.0   
## Max. :483.0 Max. :8.000 Max. :24.000 Max. :1807.0   
## HZ\_MS CR\_MS WT\_MS OT\_MS   
## H:11 Def Post:30 Min. : 2.0 0:44   
## N:87 Sup Del :68 1st Qu.: 39.5 1:54   
## Median : 99.5   
## Mean :116.8   
## 3rd Qu.:168.8   
## Max. :452.0

summary(train\_ms)

## VN\_MS PG\_MS CS\_MS ML\_MS DM\_MS   
## Min. : 85.0 Min. :1.000 Min. : 0.000 Min. : 35.0 C:274   
## 1st Qu.:261.5 1st Qu.:2.000 1st Qu.: 5.000 1st Qu.: 442.0 I:114   
## Median :324.0 Median :3.000 Median : 8.000 Median : 695.5   
## Mean :320.3 Mean :2.905 Mean : 9.126 Mean : 753.7   
## 3rd Qu.:373.2 3rd Qu.:4.000 3rd Qu.:13.000 3rd Qu.:1012.2   
## Max. :495.0 Max. :9.000 Max. :24.000 Max. :1967.0   
## HZ\_MS CR\_MS WT\_MS OT\_MS   
## H: 57 Def Post:171 Min. : 0.10 0:189   
## N:331 Sup Del :217 1st Qu.: 31.75 1:199   
## Median : 83.50   
## Mean :104.67   
## 3rd Qu.:151.25   
## Max. :500.00

# Part 2 - Exploratory Analysis

##2.1 Checking Correlations

#Numeric Correlation  
ht\_ms <- hetcor(MailOrder\_MS) #heterogeneous correlation  
  
round(ht\_ms$correlations, 2)

## VN\_MS PG\_MS CS\_MS ML\_MS DM\_MS HZ\_MS CR\_MS WT\_MS OT\_MS  
## VN\_MS 1.00 0.01 -0.02 -0.01 0.05 0.04 -0.07 0.00 0.00  
## PG\_MS 0.01 1.00 0.08 0.06 0.03 0.08 -0.04 -0.01 -0.50  
## CS\_MS -0.02 0.08 1.00 -0.03 0.10 -0.03 0.02 -0.02 -0.04  
## ML\_MS -0.01 0.06 -0.03 1.00 -0.06 -0.05 0.09 -0.04 -0.20  
## DM\_MS 0.05 0.03 0.10 -0.06 1.00 0.05 0.03 0.00 -0.11  
## HZ\_MS 0.04 0.08 -0.03 -0.05 0.05 1.00 0.14 0.11 0.19  
## CR\_MS -0.07 -0.04 0.02 0.09 0.03 0.14 1.00 -0.10 -0.39  
## WT\_MS 0.00 -0.01 -0.02 -0.04 0.00 0.11 -0.10 1.00 0.37  
## OT\_MS 0.00 -0.50 -0.04 -0.20 -0.11 0.19 -0.39 0.37 1.00

**Interpretation:** There are no significant correlation except PG\_MS and OT\_MS, which is inversely correlated.

# Part 3 - Model Development

##3.1 Full Model

full.model\_ms <- glm(OT\_MS ~ . , data = train\_ms, family="binomial", na.action = na.omit)  
  
summary(full.model\_ms)

##   
## Call:  
## glm(formula = OT\_MS ~ ., family = "binomial", data = train\_ms,   
## na.action = na.omit)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.2177 -0.8215 0.1996 0.8091 2.6587   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 1.7466015 0.7879306 2.217 0.026644 \*   
## VN\_MS 0.0008483 0.0017491 0.485 0.627708   
## PG\_MS -0.8440357 0.1094104 -7.714 1.22e-14 \*\*\*  
## CS\_MS 0.0089696 0.0253667 0.354 0.723641   
## ML\_MS -0.0007694 0.0003157 -2.437 0.014799 \*   
## DM\_MSI -0.4264837 0.2834246 -1.505 0.132388   
## HZ\_MSN 1.2142088 0.3676624 3.303 0.000958 \*\*\*  
## CR\_MSSup Del -1.4039282 0.2698236 -5.203 1.96e-07 \*\*\*  
## WT\_MS 0.0084385 0.0016184 5.214 1.85e-07 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 537.62 on 387 degrees of freedom  
## Residual deviance: 381.71 on 379 degrees of freedom  
## AIC: 399.71  
##   
## Number of Fisher Scoring iterations: 5

**Interpretation:** Comparing following measures for full model.  
(1) Fisher iterations - 4, the model converged in reasonable iterations.  
(2) AIC - 399.71  
(3) Residual Deviance - Null daviance of 537.62 and Residual deviance of 381.71 are not close, so this model is capable of prediction.  
(4) Residual symmetry - Residuals are centered around 0 and symmetric.  
(5) z-values - 5/8 variable have p value less than 0.05, so 5 variable out of 8 passed z-test.  
(6) Parameter Co-Efficients - 7 out of 8 variable have coefficient matching to the correlation matrix.

##3.2 Back Model

back.model\_ms = step(full.model\_ms, direction="backward", details=TRUE)

## Start: AIC=399.71  
## OT\_MS ~ VN\_MS + PG\_MS + CS\_MS + ML\_MS + DM\_MS + HZ\_MS + CR\_MS +   
## WT\_MS  
##   
## Df Deviance AIC  
## - CS\_MS 1 381.84 397.84  
## - VN\_MS 1 381.95 397.95  
## <none> 381.71 399.71  
## - DM\_MS 1 384.00 400.00  
## - ML\_MS 1 387.78 403.78  
## - HZ\_MS 1 393.19 409.19  
## - CR\_MS 1 411.28 427.28  
## - WT\_MS 1 414.81 430.81  
## - PG\_MS 1 464.25 480.25  
##   
## Step: AIC=397.84  
## OT\_MS ~ VN\_MS + PG\_MS + ML\_MS + DM\_MS + HZ\_MS + CR\_MS + WT\_MS  
##   
## Df Deviance AIC  
## - VN\_MS 1 382.07 396.07  
## <none> 381.84 397.84  
## - DM\_MS 1 384.08 398.08  
## - ML\_MS 1 387.98 401.98  
## - HZ\_MS 1 393.23 407.23  
## - CR\_MS 1 411.48 425.48  
## - WT\_MS 1 414.82 428.82  
## - PG\_MS 1 464.53 478.53  
##   
## Step: AIC=396.07  
## OT\_MS ~ PG\_MS + ML\_MS + DM\_MS + HZ\_MS + CR\_MS + WT\_MS  
##   
## Df Deviance AIC  
## <none> 382.07 396.07  
## - DM\_MS 1 384.20 396.20  
## - ML\_MS 1 388.21 400.21  
## - HZ\_MS 1 393.59 405.59  
## - CR\_MS 1 411.86 423.86  
## - WT\_MS 1 414.84 426.84  
## - PG\_MS 1 464.53 476.53

summary(back.model\_ms)

##   
## Call:  
## glm(formula = OT\_MS ~ PG\_MS + ML\_MS + DM\_MS + HZ\_MS + CR\_MS +   
## WT\_MS, family = "binomial", data = train\_ms, na.action = na.omit)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.2505 -0.8146 0.2091 0.8037 2.6851   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 2.0919280 0.5277509 3.964 7.37e-05 \*\*\*  
## PG\_MS -0.8376294 0.1086089 -7.712 1.24e-14 \*\*\*  
## ML\_MS -0.0007725 0.0003151 -2.452 0.014222 \*   
## DM\_MSI -0.4085979 0.2812247 -1.453 0.146245   
## HZ\_MSN 1.2106167 0.3659184 3.308 0.000938 \*\*\*  
## CR\_MSSup Del -1.4065781 0.2693996 -5.221 1.78e-07 \*\*\*  
## WT\_MS 0.0083439 0.0016020 5.208 1.91e-07 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 537.62 on 387 degrees of freedom  
## Residual deviance: 382.07 on 381 degrees of freedom  
## AIC: 396.07  
##   
## Number of Fisher Scoring iterations: 5

**Interpretation:** Comparing following measures for backward selection model.

Comparing following measures for full model.  
(1) Fisher iterations - 5, the model converged in reasonable iterations.  
(2) AIC - 396.07  
(3) Residual Deviance - Null daviance of 537.62 and Residual deviance of 382.07 are not close, so this model is capable of prediction.  
(4) Residual symmetry - Residuals are centered around 0 and symmetric.  
(5) z-values - 5/6 variable have p value less than 0.05, so 5 variable out of 6 passed z-test.  
(6) Parameter Co-Efficients - 6 out of 6 variable have coefficient matching to the correlation matrix.

##3.3 Influential Datapoint  
#Full Model Analysis

plot(full.model\_ms, which=4, id.n=6, main = "Full Model")
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r\_ms <- residuals(full.model\_ms)  
head(r\_ms)

## 196 306 180 116 157 317   
## 0.4441172 -0.7819731 1.1009353 -0.8813589 -1.1708449 -0.5712526

plot(r\_ms, pch=20, main = "Residuals of Full Model")
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#Confusion Matrix and measures  
resp\_glm\_ms <- predict(full.model\_ms, newdata=train\_ms, type="response")   
Class\_glm\_ms <- ifelse(resp\_glm\_ms > 0.5,"1","0")   
CF\_GLM\_MS <- table(train\_ms$OT\_MS, Class\_glm\_ms,  
 dnn=list("Actual","Predicted") )   
  
CF\_GLM\_MS

## Predicted  
## Actual 0 1  
## 0 141 48  
## 1 46 153

TP <- CF\_GLM\_MS[2,2]  
TN <- CF\_GLM\_MS[1,1]  
FP <- CF\_GLM\_MS[1,2]  
FN <- CF\_GLM\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_GLM\_MS))  
sprintf("Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Accuracy: 0.758"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Precision: 0.761"

**Interpretation:** From the plot we see that all data points are within cook’s distance, so there are no significant influential data points.

#Back Model Analysis

plot(back.model\_ms, which=4, id.n=6, main = "Back Model")
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r\_ms <- residuals(back.model\_ms)  
head(r\_ms)

## 196 306 180 116 157 317   
## 0.4337531 -0.8084285 1.1146019 -0.8521264 -1.1599764 -0.5614593

plot(r\_ms, pch=20, main = "Residuals of Back Model")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAvVBMVEUAAAAAADoAAGYAOjoAOmYAOpAAZpAAZrY6AAA6ADo6AGY6OgA6Ojo6OmY6ZmY6ZpA6ZrY6kLY6kNtmAABmADpmOgBmOjpmZgBmZmZmkLZmkNtmtrZmtttmtv+QOgCQOjqQZgCQZjqQkDqQkGaQkLaQttuQtv+Q2/+2ZgC2Zjq2kDq2kGa227a229u22/+2/7a2/9u2///bkDrbkGbbtmbbtpDb27bb/9vb////tmb/25D/27b//7b//9v///8NBOx2AAAACXBIWXMAAA7DAAAOwwHHb6hkAAAXUElEQVR4nO2dC3vstnGGeY6PKqWua0fb9BZLTZq6WrtNWm/jVHuOxP//s0LwAuIyAwxAYBecne957LNLDj4M8eJGSrvqehFrdddOQFRXApi5BDBzCWDmEsDMJYCZSwAzlwBmLgHMXAKYuQQwcwlg5hLAzCWAmUsAM5cAZi4BzFwCmLkEMHMJYOYSwMwlgJlLADOXAGYuAcxcApi5BDBzCWDmEsDMJYCZSwAzlwBmrvYAvz93oz5886dAyN3r8ubYffyZEgdH/PjQdd+NL0/dXO+3aL1eXcchfqpBvbqnlInnVFbtAh6a+gUPKQT4rOp5HF8ugDvcDwQ8Zvl2EMBUrYCRFnO0CfBp7UUr4Jk4oa7jEv35QQBTtbTA0Gbq3/cfh0Hy3dgk//f1PIHOIWp+/fTD2IBTKw7jSLX2L78ZWvubFx2nyy365R+77qt/eZ0BzYhPM4ih3nvTZNCfB4Ovvu9nWEMtH2ezofzfjVWcdH/U3lZ+62UIYN0CR/XvOPd13aef9RAbmmsK0UPdAXzWE/wUt5abNR8YTkGAf3mwTeZuMI5UVc1gqkf9cObvH8aKPv77BHj1tvJbL0MA2yP4qEbLZ9XmQxvdv/Z/Vg09hQwM7l/VyLABDyf/5nUqMsYZ5SZNxqfxADhFT51nMVH1/Pr1y2Gu5n8HbE9LrgPg75+HmM8Pdz+NgE1vJ78/GTldsDmbBLyuhfOkq0bX0Dyf/qhDJvYTVHeK7vu//NfXqr3HOKPcpHlRHP+BAH/4vjdN5vjTt38cX/6TuUQPgJ/URHPuHk9GbG8vGx9/Ni5DAK+A71+nzcs0V07Hx+VtbKThf+Oi563B779ftmhLXKeXxX6dIUa26CbLMZljzCl9fv90Hqo+dk8nM/Y05avzsy9DAE/r1Q+9XgrHVv3ym+nVf65Tr4o3AC9zYPfpP/5y0O29lhu1lDurqdYCPK3B42Rsm+jt8VEvsMv7Dy9Dpb89fHhRE7LlbeZnXIYAnobdT1M7Dq33tJ768oevx/ZdRubYUi7gaeF8OxgDaim3+vfQCJ63YaeJmmvSj3V1arE11uB5ZlGztD+CdX7GZQjguQWmNW0ZBuvZ3+l1zFyDJ1BnNbuOI9Pb0IzlppfoGjyPYLVLNkzm+PM3P0wvhwoN4EPx6SHWObIGL5chgNeer9r4qPY8Xw7TEPn1ON8ug3fapR67CdSAYkAzjeC7V/VyHlBGuamC6C562pktJqqe78aV/Glidl6H8Aj43M3Vgrvo47yLXi5DABu3SesNpMLwo16N55Djep+pdzGP6yZtmTHXcrOMe1UQ8FTDYqLrWQaogeg41z2UmJ+PGN5mfutlCGDjQYdqsi+/H9hNj6HUA6XuG+NJ1k8P3Vffz8vvsJP69r/1LvrTD8YtiS63aHza9K/qFQR4jFxN5orHeGOp7/t+BT5hvre9rfz0ZQhgUVEJYOYSwMwlgJlLADOXAGYuAcxcApi5BDBzCWDmEsDMJYCZSwAzlwBmLgHMXAKYuQQwcwlg5hLAzCWAmUsAM5cAZi4BzFwCmLkEMHMJYOYSwMwlgJlLADOXAGYuAcxchQF3ogvpWoDL2okwCWDmEsDMJYCZSwAzlwDGlLABbVkCGFHSLUbDEsCIBPCF6r2WBPCF6r2aePAVwNwlgJlLADOXAGYuAcxcApi5BDBzCWDmEsDMJYCZSwAzlwBmLgHMXAK4QZX8QZYAbk9FfxQtgNuTAOYhlKIA9t12+NsXAYyyBrtme/z9qQslLYCvJQGcYLZHwBdaVyoBVn9jd/zr16fl76Vvsotpj3wvpDqATx9e+rfD+IeuLwJYhKoK4Pfnx/H/6q/UC+Drqgrgt8M4PffHu1cHcPo3C+xaDVxnxRE86Hh/0yO4hZ5caQ2esb4dOgG8vrlKDsUDR52mPfQwlgWw/zpaqmQOxQOvYldfWc1uD2CaQ+F5XQDTtLnZBfBFlfycf3uzJ8zQAjhuH24jtBHTT2Qonlyhika34oFXsXPdIzgyOBble8ENtQAGT9REIIALuMfaMLIGV2VQ09x35gl46wisO8iq8nW9mQLeqAqAL/PTfQEcEum5Yiaoyyy8Ajgk58FiPCjHvDLmm1mDc2SwC94tpSByHS+7gx4rLh54FbtwXcnPCEsBti2Ti5fQDQAmN6o1Q2MTKuhF7g4CuIJyGjVtvCU8GMub4DdIABcoGZzRkTcFqw+bFA+8il2gog3NtB1wjlt+AdCkeOBV7PB67Huf9CaOHsGPBlKh1i6AAzW4y2jXuYSz1mZyGWD5TZ+jk+JBj+KBl7QLtIB/49lpwvOhjBGSUGTjBquUdg041Nz+nU5nKVI8o0Yo9PrPc1oHHGwjCmD3UAZgMypphhbA8bBgIwXPotuhteVpBLJA+Qv+lbQHwEHCyRWva3D27U281Ha+pTrHvgFvTSIPcGRl8ENyZwDYO9GoeGBZuwYAp9zvgMt7zjVgW4hEm/YBl3h4Gx1viSIAdjdmeXO8+54l4CRTsAniDZPacOY6TqgraY6Hc+oAwLSs2wAM5lpkXkOPpgQklMEyiBQmdEFwTBMSjYckBmbY0fp9H22HRgCH79ytoHVCT06RI2BKO5CProdz5j485VDp5azBl/jIBezs5kM6tGDQNicwwy4bcPrIA83s8UQbGgG+ccDu+5w5xH0Ii0WR7VLrT7GDUEY6LfA+bUr3W2U+ktXaunxshoYvYEtP9ScG6xzZJKHCt4PuzHlf4YC1kzMp2WEoMbdsJDwJcDgBY1JAk6DWFE4CTbzOCMa/uSE+jemweEAK4Ah+84B/OLSO2xkQ8qygQDWVpuj35/stdkTAdoumAiYu6cE+GUv0QoADSdZag8/zt7Bk2mUNcWyCxErQ2j0JMNzFqgJeejq4a2llk5VRPufO1T+yFXDv8QUX2bp8zS7k92KyUeG8SEHY3oRekhgVivcXg1AoOWVSjyFX2WFzRcuAzW4ZuJOH5qXEOTESTzZbfaIZYIsMcNg84vU2u5EYAsYbKuSbGp9AmFgGIQkcNg8BFK0uJYDhk1mAY4P+QoDtML90KImswIJ25niADs9vnH0MeJ29X8I7hk2NgRFDyD0hAGZHBIzU2DRgpKh9fZpvgdUPiXP4EjYGUSE0okc7+o5vLlA8cKsdpeuHJuV4wxPHTmgmJNUTTqHenZNdU/HAjXYkPtsAY55pgOGeGJ89zPoyGhXIMhxPNk7PJcsObGj3PLxSgfHEdGKLH5YOoYhxxB7+2T0xXKETQHZOTSXTzsvYPjC9C7RN5tQXHqwpNoRNcHCvFM7QKRSfeJoDDM1BCYAzJ75SXjTA0V6qoz2bSwB+Ozyqv4t090otGrYLxKx91p7kAp2/AGCLB3YqXhjMyEo/zhfYvcf4FgB8vHv9/HDfHyM/EKTaAefsbaoNFO/9UA93LEmZ4V3EPUVzBUCReiEMGFjTl//ArNIBq7+Zo34YeEZ+pp9oZxxytsH6kqwmgacq6wRoTSZMAewkiF6KawjgICfiNo9+HZ4T8gAfB7jYH8xJtFuPWDy9A1YjeW3dhyEWBux2MqSvee8863BWMDPLpDN3bPC8FqgACTzevx3uXqe/XJctAmCHHby3DrQe5E1KDRo3OgvDzs8Brg7tg4S0/BCvLYoDfjt0H16iv5NDtuu91RPutPB+xzgTaqykAezWjL70c/BCLd8igEHC+AYkA3ARAdcJXSyat1OWUmPGjshsTPOMPXJt3rq5Ad9AR0DSgzowfs3A8YYAuxG6ywchJvDN29ksB3wD81Tfh5PFrxE9b80S1MXIryI9cPmt52KbLDDhTgvfzEC+eN9GWhCIg8tB5b3OkAYYPm/PC0BEAt8MwONfjd2s6GbSAIyudb6DXcBz84+hTlZB7CIAAlh8BIqNz1uYOugCSEoHvPzt2G2iDEV30cIv0RzjViNb4LEB6LuuvSSlWeGRh4ThRwHAmm8645wR/JhYR069UDOlAe7843AhZGyHB2Ra5oHzbld092yRVCF7+z05b/3q869eqIUodvBp8ErQq3OGrJ7P/KEM2AUBWwVJrNMAQ+jQvtjFvIHacwA/TBWVflRpnU4cOO5VeYCT6jIBpycVCQIA+5kCVfcYYLfgVsBbH3GQ6k2fGeHyoTEPvV4HdXzXvCE3x9MDjNSE8Q2VbHWTtbUpI7NZtAWh04UAw6ZWwlhNhKy8sU9OZHlxmU1WgRpCOGKA4fMV+BqmRp0pXSkS2+gmq4AqAK4rZwinlAudJdssL/TH92tusgooOkdDB4wZ+qqAC7oWD7yKHVhFSnO5rXt5vrVWgC2B7/+WPVlfvvnCusaQvYgqAX5/jkzjrTWmAE4CfOrmnfa5Q7bczTUmU751ABt3UifkR088W7NBVQFsPAtxfvey06LWK9omGcHMVWsNnofwftZgrqtwpV308jQE/eWP9tqS6cIh98GLBPCsvfywAa059lshySWbVjs/LrxQ8+EcCXxbJwwkmDFFb/vUGVbvpZovv57yGWI/0corCGfYzE+T0OaL/DQstc2vCdgpDxpSasFiygAuI/KFRX/qR2x0HXdVvpbJbQFOmXaoZ3MCCxgEt3GGTXHAhdbgIqLXuzvAwfHlDmEwjFIFKZV+B4DjazCxx8fC1PlAzGbAnQ/4EmofcNSJgo4eFCJMOxECfPmb6WYBp6x4+hflIhFRm5QRtsT5JQIzNMGvsFoFnD4j4iXiXaC3AZMWQbNa6jYg5kixIbkZcWTDhMq32S0zGbW/r/Qik2iY3rwGJw134vRPET6xE8ORyPYAT6lHWg04HW9nEgwzIjzpVwcc8vZOYJGtAs6Y0PCmMAtFYbjxcN32DF1i+dR+Xj1I9M4BL6/jQeBZIDLYYGglXi6dd7gIXzfbcL7+8eYBOy25zn9IeerTD/1mepECw2pfx6eSQMDIJOIfAx3JVZOTzLJzUtY0IgsxdhwFDBUNzxO5gLO6gZ8kWF1CJ9sx4OD0tfb9JcgbHDGfvjcprVForaTsIvIKsQLsrZyxAQze3pqAO/u4V9R7E6wufJa26UkV7AN6wwfJFSWllW7nICG0jjFE3a4BAgaK+m/MkOhFYI64K+QfqYk+VuHroBW+wC46wgTyAAAvHhEz8xzGN4mwH08d8dGa4nMZlsJ4NFYsOTDXzgBMbNs1GttTURZwdAAnD2H0HbJC0wDHZiM70D8aKZUemG2nrwPIFLy8Jc48SWgJp1cUAhwsDb73OyJ42WTAvd8afVOAx8PwnQF4ffBVU/h2XRRw3l2OXUfkvVe9l0lnK69qcs7UwHw73QNJgBMuGvJay25C6Xmbdbh1Qu8NejBg8hqMVEXOnRqYYWdeH9hb0WPxeuCOkZExpSpzXAbTMN6vhBHAfjWwJ1ymBcDW9cHtTxzVcDn/WE7GpKq8gUqq1BjC3onlH2dyAMcBVFMzgCPf/m1fD3nWqjZckaqs2oy3wTzW618PQM7rpsypLHSN7QCesg7OPKTm8ovFImgZx4qAA5gOOLDtiwEOmxMvqvYaHBi8Vsz6mlhPnG8KYTxN4KhBoQzgdQAAzDFz8qVRA3vj0y0d+gEXaD0NN3YOYCxsPe4Nu6CR2dBAdqapGR7LZGW2ernOTsXXBdy/P8c+uATtJiJtbZyk843tNEFc3hFrIEYBe69pGUKvQv3a6hF4DXjlmYGjot85DNoRuZFFAIxOrd6BdaaFTAsAjka4waTmqrUGn7vwp4gvsrWlAAaaCQccaFNv+kTtKRnCETkD4MKbLHyOKyOfDCXMPwsATsuCGh7sMZEIWgXFAzfaucsMdgorXKLrQJM2MbKYSo2CmoBD3+YRmuk68E3gkqkrHkHpQ7XeXAQv9ak+xQNXXQrwesIJIQ15vPq4ygGGJg1kr55oXDxwVQpgEFEyYG+CT33McS3AgBEygHcK2BqE1uEee+cUpjZHuAtEW9CPD0WTtdSLd2FaekDR4oGrsgCnqTOe8ZAmtNikEOdbACmaFmKPdH9aXcUDs+zWC6Q7mGzRIQwcSlulg8XzhHQ83H5LrY0A7kMdGDbwRcG1kVA1wMEz8bUmUBk5K2rgBjta8xmdfeWqx3Os6EZAhWZobG+B2BPWH7TPkLOiBm6wIzW/tVzZbRMrXmT8FZCHJucRpLfWIH2DbJicQoYdcQBDG050IQaKtqVbAkwqGVinIk8UmQA216ioyf4AI8M81Ez6XIt8k7Myrya6eu8CMK0BAlFbdqF5NdYUDBiNJttuyWmTnX8dwevyTsKT9/bp+loTPn/AwQuDo9HbjA2M4pu6StK1kvakZNfsfLbalQCMxW1hZPacNhd3pR0A9lqvCOD0Z2dwVQ1vz0ftAbBfOHUNDgXnkHG5CuDadtnK5Wvfdglgsl0HPaXyA64rcF8feciSXkWZ8MYAR7c+TYyVFMB5CS+liGVDDUaukhq4yW4fgJF7bSw0PeFl+0YtLIBj2WzwjAy1nIQ7voBrNBchmQ2u0bIbBjA9sd2swdFirQDWBWpktHpu9xbAWa4WgkjZvCGcWgS1Kh5Y167OFitnAFMfCCf1ngqzQfHAqnYtbKGVEqilAK4wQe0LcBs3SUp1oAngZgAnKG2Gvl3AkRvkBnXd3dXiWDxw1GnIdPyI/4n0JSyU+pdHIKkFr6Y2emMdwKcPL/3bQX1NR2HAe1KNRyAZWRQP7JdPnb0/370K4PzzhbIoHtir78mavoHlePdaDPCuZudJ8QG8V8D6c6PH+3KAd0g4rB0D1hPz24H2TXekBK41R1erdr9rsNpFT5O0+5V3nVaSnS6aXGq79rf4W9rVfbAATldNwDnfshPK4GoztACGVRjwtbRrvgKYuwQwcwlg5trPLlqUJQG8ZxH2fwJ4x6LcwQngHUsAM5cA5i5Zg0UCmLkEMHMJYOYSwMx1NcCiC+lKgC/gvSfXBpIVwDVdG0hWANd0bSBZAVzTtYFkBXBN1waSFcA1XRtIVgDXdG0gWQFc07WBZAVwTdcGkpVni8wlgJlLADOXAGYuAcxcApi5BDBzCWDmEsDMJYCZSwAzlwBmLgHMXNUAn7vuw0s5u89/+7PlWsD+/bnrusfSruN3LjtuhdriePea7loL8Hmo+1yO8Nth/Go97VrA/v15KH/q7su6Tt/3aLsVaotzpwCnulYCPH1Ry/G+kN3QWRVg7VrC/vOD+lrGAUdR16ErPqpE78smOxorwMmulQDr1ividu4ez8pKu5azH8ZABVcFuLTt6e53A+Bk11qAf6XmjnMhwIuVdi1nfzTMyrmqr8YvbDu4qDU42bUS4GlxKLgIj1eiXYvZD3NDedfzuHcra6tmZAU42fW2AZ+XPVbZbjP+2YOytqcBbkuA9zFFn8e7pApT9Li0l7QdPVqaostusvoFcNl9y2m6C66wyVKeRW1P84dG0133cZs0Ay5757F+fX1J16nhz6XvvpSODd0mlX7QMc9FJZ8dfH5YvlO17BMJjaH0g47pSVYjDzqMB3ZlNC822nW7/TzrKZeCroOO3fLn4YraLo8qE13lhw3MJYCZSwAzlwBmLgHMXAKYuQQwcwlg5hLAzCWAmUsAM5cAZi4BzFwCmLkEMHMJYOYSwMwlgJlLADOXAGYuAcxcApi5BDBzCWDmEsDMJYCZSwAz1+0B9j6wVfIzcu1JAAtgZhLAzDXwfDv89jB9xFN9BPMP8ydI1ef91Sfmx2+6YqMbBay+5G7476i+la6b36hPhKtPbp/Gj+Fy0Y0CfjS+RuM4Hxg/ZH7++D//wGrGvlHAT+qrAZ/090JMy/DI+9iV+2KRFnTTgE8a8PIlNuqrlZ6unWFR3TRgZwQrvT//c7nvfmpBNw14/q6p+cCo093/P3PaRN824HHzrHfR027rqeT38zWg2wZs3wcPYKcvueK0zbo9wDcmAcxcApi5BDBzCWDmEsDMJYCZSwAzlwBmLgHMXAKYuQQwcwlg5hLAzCWAmUsAM5cAZi4BzFwCmLkEMHMJYOYSwMwlgJlLADPXXwEdOwmSxJR8fgAAAABJRU5ErkJggg==)

#Confusion Matrix and measures  
resp\_glm\_ms <- predict(back.model\_ms, newdata=train\_ms, type="response")   
Class\_glm\_ms <- ifelse(resp\_glm\_ms > 0.5,"1","0")   
CF\_GLM\_MS <- table(train\_ms$OT\_MS, Class\_glm\_ms,  
 dnn=list("Actual","Predicted") )   
  
CF\_GLM\_MS

## Predicted  
## Actual 0 1  
## 0 141 48  
## 1 46 153

TP <- CF\_GLM\_MS[2,2]  
TN <- CF\_GLM\_MS[1,1]  
FP <- CF\_GLM\_MS[1,2]  
FN <- CF\_GLM\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_GLM\_MS))  
sprintf("Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Accuracy: 0.758"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Precision: 0.761"

**Interpretation:** From the plot we see that all data points are within cook’s distance, so there are no significant influential data points.

##3.4 Recommendation Based on the above measure I recommend backward model as the superior one.Because :  
- Both model have same accuracy and precision  
- Backward model coefficient matching 6/6  
- 5/6 variable have p value less than 0.05 for backward model as oppose to 5/8 for full model.

# Part B

## 1 Logistic Regression - Stepwise

start\_time <- Sys.time()  
   
glm.mod\_ms = glm(OT\_MS ~ . ,  
 family="binomial", data=train\_ms, na.action=na.omit)  
   
stp\_model\_ms <- step(glm.mod\_ms, trace=FALSE)  
   
end\_time <- Sys.time()  
   
time\_ms <- end\_time - start\_time #model time  
   
summary(stp\_model\_ms)

##   
## Call:  
## glm(formula = OT\_MS ~ PG\_MS + ML\_MS + DM\_MS + HZ\_MS + CR\_MS +   
## WT\_MS, family = "binomial", data = train\_ms, na.action = na.omit)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.2505 -0.8146 0.2091 0.8037 2.6851   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 2.0919280 0.5277509 3.964 7.37e-05 \*\*\*  
## PG\_MS -0.8376294 0.1086089 -7.712 1.24e-14 \*\*\*  
## ML\_MS -0.0007725 0.0003151 -2.452 0.014222 \*   
## DM\_MSI -0.4085979 0.2812247 -1.453 0.146245   
## HZ\_MSN 1.2106167 0.3659184 3.308 0.000938 \*\*\*  
## CR\_MSSup Del -1.4065781 0.2693996 -5.221 1.78e-07 \*\*\*  
## WT\_MS 0.0083439 0.0016020 5.208 1.91e-07 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 537.62 on 387 degrees of freedom  
## Residual deviance: 382.07 on 381 degrees of freedom  
## AIC: 396.07  
##   
## Number of Fisher Scoring iterations: 5

time\_ms

## Time difference of 0.04823208 secs

# Creating Confusion Matrix on Train Dataset  
   
resp\_glm\_ms <- predict(stp\_model\_ms, newdata=train\_ms, type="response")   
Class\_glm\_ms <- ifelse(resp\_glm\_ms > 0.5,"1","0")   
CF\_GLM\_MS <- table(train\_ms$OT\_MS, Class\_glm\_ms,  
 dnn=list("Actual","Predicted") )   
  
CF\_GLM\_MS

## Predicted  
## Actual 0 1  
## 0 141 48  
## 1 46 153

TP <- CF\_GLM\_MS[2,2]  
TN <- CF\_GLM\_MS[1,1]  
FP <- CF\_GLM\_MS[1,2]  
FN <- CF\_GLM\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_GLM\_MS))  
sprintf("Train Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Train Accuracy: 0.758"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Train Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Train Precision: 0.761"

#Calculate Sensitivity  
Tr\_Sensitivity\_ms <- TP/(TP+FN)  
sprintf("Train Sensitivity: %.3f", round(Tr\_Sensitivity\_ms, 3))

## [1] "Train Sensitivity: 0.769"

#Calculate Prevalence  
Tr\_Prevalence\_ms <- (TP+FN)/(sum(CF\_GLM\_MS))  
sprintf("Train Prevalence: %.3f", round(Tr\_Prevalence\_ms, 3))

## [1] "Train Prevalence: 0.513"

#Calculate Specificity  
Tr\_Specificity\_ms <- TN/(TN+FP)  
sprintf("Train Specificity: %.3f", round(Tr\_Specificity\_ms, 3))

## [1] "Train Specificity: 0.746"

# Creating Confusion Matrix on Test Dataset  
   
resp\_glm\_ms <- predict(stp\_model\_ms, newdata=test\_ms, type="response")   
Class\_glm\_ms <- ifelse(resp\_glm\_ms > 0.5,"1","0")   
CF\_GLM\_MS <- table(test\_ms$OT\_MS, Class\_glm\_ms,  
 dnn=list("Actual","Predicted") )   
  
CF\_GLM\_MS

## Predicted  
## Actual 0 1  
## 0 33 11  
## 1 12 42

TP <- CF\_GLM\_MS[2,2]  
TN <- CF\_GLM\_MS[1,1]  
FP <- CF\_GLM\_MS[1,2]  
FN <- CF\_GLM\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_GLM\_MS))  
sprintf("Test Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Test Accuracy: 0.765"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Test Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Test Precision: 0.792"

#Calculate Sensitivity  
Tr\_Sensitivity\_ms <- TP/(TP+FN)  
sprintf("Test Sensitivity: %.3f", round(Tr\_Sensitivity\_ms, 3))

## [1] "Test Sensitivity: 0.778"

#Calculate Prevalence  
Tr\_Prevalence\_ms <- (TP+FN)/(sum(CF\_GLM\_MS))  
sprintf("Test Prevalence: %.3f", round(Tr\_Prevalence\_ms, 3))

## [1] "Test Prevalence: 0.551"

#Calculate Specificity  
Tr\_Specificity\_ms <- TN/(TN+FP)  
sprintf("Test Specificity: %.3f", round(Tr\_Specificity\_ms, 3))

## [1] "Test Specificity: 0.750"

**Interpretation:** Between Train and Test dataset Accuracy, Sensitivity and Specificity are very close. precesion and Prevalence is higher in Test data set.

## 2 Naïve-Bayes Classification

start\_time <- Sys.time()  
   
NB.mod\_ms <- NaiveBayes(OT\_MS ~ . ,  
 data = train\_ms, na.action=na.omit)  
   
end\_time <- Sys.time()  
   
time\_ms <- end\_time - start\_time  
   
  
   
time\_ms

## Time difference of 0.003390789 secs

# Creating Confusion Matrix on Train Dataset  
  
pred\_NB\_ms <- predict(NB.mod\_ms,newdata=train\_ms)   
CF\_NB\_MS <- table(Actual=train\_ms$OT\_MS, Predicted=pred\_NB\_ms$class)  
  
  
CF\_NB\_MS

## Predicted  
## Actual 0 1  
## 0 144 45  
## 1 50 149

TP <- CF\_NB\_MS[2,2]  
TN <- CF\_NB\_MS[1,1]  
FP <- CF\_NB\_MS[1,2]  
FN <- CF\_NB\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_NB\_MS))  
sprintf("Train Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Train Accuracy: 0.755"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Train Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Train Precision: 0.768"

#Calculate Sensitivity  
Tr\_Sensitivity\_ms <- TP/(TP+FN)  
sprintf("Train Sensitivity: %.3f", round(Tr\_Sensitivity\_ms, 3))

## [1] "Train Sensitivity: 0.749"

#Calculate Prevalence  
Tr\_Prevalence\_ms <- (TP+FN)/(sum(CF\_NB\_MS))  
sprintf("Train Prevalence: %.3f", round(Tr\_Prevalence\_ms, 3))

## [1] "Train Prevalence: 0.513"

#Calculate Specificity  
Tr\_Specificity\_ms <- TN/(TN+FP)  
sprintf("Train Specificity: %.3f", round(Tr\_Specificity\_ms, 3))

## [1] "Train Specificity: 0.762"

# Creating Confusion Matrix on Test Dataset  
   
pred\_NB\_ms <- predict(NB.mod\_ms,newdata=test\_ms)   
CF\_NB\_MS <- table(Actual=test\_ms$OT\_MS, Predicted=pred\_NB\_ms$class)  
  
CF\_NB\_MS

## Predicted  
## Actual 0 1  
## 0 33 11  
## 1 15 39

TP <- CF\_NB\_MS[2,2]  
TN <- CF\_NB\_MS[1,1]  
FP <- CF\_NB\_MS[1,2]  
FN <- CF\_NB\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_NB\_MS))  
sprintf("Test Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Test Accuracy: 0.735"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Test Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Test Precision: 0.780"

#Calculate Sensitivity  
Tr\_Sensitivity\_ms <- TP/(TP+FN)  
sprintf("Test Sensitivity: %.3f", round(Tr\_Sensitivity\_ms, 3))

## [1] "Test Sensitivity: 0.722"

#Calculate Prevalence  
Tr\_Prevalence\_ms <- (TP+FN)/(sum(CF\_NB\_MS))  
sprintf("Test Prevalence: %.3f", round(Tr\_Prevalence\_ms, 3))

## [1] "Test Prevalence: 0.551"

#Calculate Specificity  
Tr\_Specificity\_ms <- TN/(TN+FP)  
sprintf("Test Specificity: %.3f", round(Tr\_Specificity\_ms, 3))

## [1] "Test Specificity: 0.750"

## 3 Recursive Partitioning Analysis

start\_time <- Sys.time()  
  
RP.mod\_ms <- ctree(OT\_MS ~ ., data=train\_ms)  
  
end\_time <- Sys.time()  
   
time\_ms <- end\_time - start\_time  
  
plot(RP.mod\_ms, gp=gpar(fontsize=8))
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time\_ms

## Time difference of 0.03866291 secs

# Creating Confusion Matrix on Train Dataset  
  
pred.RP\_ms <- predict(RP.mod\_ms, newdata=train\_ms)  
CF\_RP\_MS <- table(Actual=train\_ms$OT\_MS, Predicted=pred.RP\_ms)  
  
  
CF\_RP\_MS

## Predicted  
## Actual 0 1  
## 0 161 28  
## 1 75 124

TP <- CF\_RP\_MS[2,2]  
TN <- CF\_RP\_MS[1,1]  
FP <- CF\_RP\_MS[1,2]  
FN <- CF\_RP\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_RP\_MS))  
sprintf("Train Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Train Accuracy: 0.735"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Train Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Train Precision: 0.816"

#Calculate Sensitivity  
Tr\_Sensitivity\_ms <- TP/(TP+FN)  
sprintf("Train Sensitivity: %.3f", round(Tr\_Sensitivity\_ms, 3))

## [1] "Train Sensitivity: 0.623"

#Calculate Prevalence  
Tr\_Prevalence\_ms <- (TP+FN)/(sum(CF\_RP\_MS))  
sprintf("Train Prevalence: %.3f", round(Tr\_Prevalence\_ms, 3))

## [1] "Train Prevalence: 0.513"

#Calculate Specificity  
Tr\_Specificity\_ms <- TN/(TN+FP)  
sprintf("Train Specificity: %.3f", round(Tr\_Specificity\_ms, 3))

## [1] "Train Specificity: 0.852"

# Creating Confusion Matrix on Test Dataset  
   
pred.RP\_ms <- predict(RP.mod\_ms, newdata=test\_ms)  
CF\_RP\_MS <- table(Actual=test\_ms$OT\_MS, Predicted=pred.RP\_ms)  
  
CF\_RP\_MS

## Predicted  
## Actual 0 1  
## 0 39 5  
## 1 32 22

TP <- CF\_RP\_MS[2,2]  
TN <- CF\_RP\_MS[1,1]  
FP <- CF\_RP\_MS[1,2]  
FN <- CF\_RP\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_RP\_MS))  
sprintf("Test Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Test Accuracy: 0.622"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Test Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Test Precision: 0.815"

#Calculate Sensitivity  
Tr\_Sensitivity\_ms <- TP/(TP+FN)  
sprintf("Test Sensitivity: %.3f", round(Tr\_Sensitivity\_ms, 3))

## [1] "Test Sensitivity: 0.407"

#Calculate Prevalence  
Tr\_Prevalence\_ms <- (TP+FN)/(sum(CF\_RP\_MS))  
sprintf("Test Prevalence: %.3f", round(Tr\_Prevalence\_ms, 3))

## [1] "Test Prevalence: 0.551"

#Calculate Specificity  
Tr\_Specificity\_ms <- TN/(TN+FP)  
sprintf("Test Specificity: %.3f", round(Tr\_Specificity\_ms, 3))

## [1] "Test Specificity: 0.886"

## 3a Neural Network

start\_time <- Sys.time()  
  
set.seed(8430)  
nn.mod\_ms <- nnet(OT\_MS ~ .,  
 data=train\_ms,  
 size=3,  
 rang=0.1,  
 maxit=1200,  
 trace=FALSE)  
  
end\_time <- Sys.time()  
   
NN\_Time\_ms <- end\_time - start\_time  
  
NN\_Time\_ms

## Time difference of 0.009283066 secs

# Creating Confusion Matrix on Train Dataset  
  
pred.nn\_ms <- predict(nn.mod\_ms, newdata=train\_ms, type="class")  
CF\_NN\_MS <- table(Actual=train\_ms$OT\_MS, Predicted=pred.nn\_ms)  
  
CF\_NN\_MS

## Predicted  
## Actual 0 1  
## 0 91 98  
## 1 65 134

TP <- CF\_NN\_MS[2,2]  
TN <- CF\_NN\_MS[1,1]  
FP <- CF\_NN\_MS[1,2]  
FN <- CF\_NN\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_NN\_MS))  
sprintf("Train Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Train Accuracy: 0.580"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Train Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Train Precision: 0.578"

#Calculate Sensitivity  
Tr\_Sensitivity\_ms <- TP/(TP+FN)  
sprintf("Train Sensitivity: %.3f", round(Tr\_Sensitivity\_ms, 3))

## [1] "Train Sensitivity: 0.673"

#Calculate Prevalence  
Tr\_Prevalence\_ms <- (TP+FN)/(sum(CF\_NN\_MS))  
sprintf("Train Prevalence: %.3f", round(Tr\_Prevalence\_ms, 3))

## [1] "Train Prevalence: 0.513"

#Calculate Specificity  
Tr\_Specificity\_ms <- TN/(TN+FP)  
sprintf("Train Specificity: %.3f", round(Tr\_Specificity\_ms, 3))

## [1] "Train Specificity: 0.481"

# Creating Confusion Matrix on Test Dataset  
   
pred.nn\_ms <- predict(nn.mod\_ms, newdata=test\_ms, type="class")  
CF\_NN\_MS <- table(Actual=test\_ms$OT\_MS, Predicted=pred.nn\_ms)  
  
CF\_NN\_MS

## Predicted  
## Actual 0 1  
## 0 19 25  
## 1 21 33

TP <- CF\_NN\_MS[2,2]  
TN <- CF\_NN\_MS[1,1]  
FP <- CF\_NN\_MS[1,2]  
FN <- CF\_NN\_MS[2,1]   
  
#Calculate Accuracy  
Tr\_Accuracy\_ms <- ((TP+TN)/sum(CF\_NN\_MS))  
sprintf("Test Accuracy: %.3f", round(Tr\_Accuracy\_ms, 3))

## [1] "Test Accuracy: 0.531"

#Calculate Precision  
Tr\_Precision\_ms <- TP/(TP+FP)  
sprintf("Test Precision: %.3f", round(Tr\_Precision\_ms, 3))

## [1] "Test Precision: 0.569"

#Calculate Sensitivity  
Tr\_Sensitivity\_ms <- TP/(TP+FN)  
sprintf("Test Sensitivity: %.3f", round(Tr\_Sensitivity\_ms, 3))

## [1] "Test Sensitivity: 0.611"

#Calculate Prevalence  
Tr\_Prevalence\_ms <- (TP+FN)/(sum(CF\_NN\_MS))  
sprintf("Test Prevalence: %.3f", round(Tr\_Prevalence\_ms, 3))

## [1] "Test Prevalence: 0.551"

#Calculate Specificity  
Tr\_Specificity\_ms <- TN/(TN+FP)  
sprintf("Test Specificity: %.3f", round(Tr\_Specificity\_ms, 3))

## [1] "Test Specificity: 0.432"

**Interpretation:** ## 4 Comparing all Classifiers Comparing above 4 classifiers based on following measures:

|Logistic | Naïve-Bayes | Recursive Partitioning | Neural Network

Accuracy |0.758 | 0.755 | 0.735 | 0.580  
Consistency |3/5 | 4/5 | 1/5 | 1/5  
Speed |0.08980107| 0.04174495 | 0.05557895 | 0.04200816  
False positive |48 | 45 | 28 | 98

1. Logistic and Naïve-Bayes has similar accuracy and tops other 2.
2. Naïve-Bayes more consistent with very close Accuracy, Precision, Sensitivity and Specificity between Train and Test data sets.
3. Naïve-Bayes is most suitable when processing speed is most important.
4. Recursive Partitioning minimizes false positive most.
5. Recommendation  
   Based on above measures Naïve-Bayes classifier model is superior in terms of Accuracy, Consistency and Speed. I recommend Naïve-Bayes in this case.